Design, Calibration and Validation of a Novel 3D Printed Instrumented Spatial Linkage that Measures Changes in the Rotational Axes of the Tibiofemoral Joint
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Abstract
An accurate axis-finding technique is required to measure any changes from normal caused by total knee arthroplasty in the flexion-extension (F–E) and longitudinal rotation (LR) axes of the tibiofemoral joint. In a previous paper, we computationally determined how best to design and use an instrumented spatial linkage (ISL) to locate the F–E and LR axes such that rotational and translational errors were minimized. However, the ISL was not built and consequently was not calibrated; thus the errors in locating these axes were not quantified on an actual ISL. Moreover, previous methods to calibrate an ISL used calibration devices with accuracies that were either undocumented or insufficient for the device to serve as a gold-standard. Accordingly, the objectives were to (1) construct an ISL using the previously established guidelines, (2) calibrate the ISL using an improved method, and (3) quantify the error in measuring changes in the F–E and LR axes. A 3D printed ISL was constructed and calibrated using a coordinate measuring machine, which served as a gold standard. Validation was performed using a fixture that represented the tibiofemoral joint with an adjustable F–E axis and the errors in measuring changes to the positions and orientations of the F–E and LR axes were quantified. The resulting root mean squared errors (RMSEs) of the calibration residuals using the new calibration method were 0.24, 0.33, and 0.15 mm for the anterior–posterior, mediolateral, and proximal–distal positions, respectively, and 0.11, 0.10, and 0.09 deg for varus–valgus, flexion–extension, and internal–external orientations, respectively. All RMSEs were below 0.29% of the respective full-scale range. When measuring changes to the F–E or LR axes, each orientation error was below 0.5 deg; when measuring changes in the F–E axis, each position error was below 1.0 mm. The largest position RMSE was when measuring a mediolateral change in the LR axis (1.2 mm). Despite the large size of the ISL, these calibration residuals were better than those for previously published ISLs, particularly when measuring orientations, indicating that using a more accurate gold standard was beneficial in limiting the calibration residuals. The validation method demonstrated that this ISL is capable of accurately measuring clinically important changes (i.e., 1 mm and 1 deg) in the F–E and LR axes. [DOI: 10.1115/1.4025528]

1 Introduction
The two kinematic axes of the tibiofemoral joint, the flexion-extension (F–E) axis in the femur about which the tibia flexes and extends and the longitudinal rotation (LR) axis in the tibia about which the tibia internally and externally rotates, are parallel and perpendicular, respectively, to the joint line [1] and are unrelated to the anatomic landmarks often used to align prostheses during conventional total knee arthroplasty (TKA) [1,2]. As a result, mechanically-aligned TKA changes the position and orientation of the joint line; thus changing the position and orientation of the F–E and LR axes and consequently the kinematics of the knee. However, the extent to which TKA changes these axes is unknown. An accurate axis-finding technique is required to measure any changes in the F–E and LR axes.

A device that can measure the locations of these axes and thus any changes is an instrumented spatial linkage (ISL), a series of six instrumented revolute joints that can measure the six degrees of freedom of motion (DOF) between two rigid bodies without constraining motion. Previously, we computationally determined how best to design and use an ISL such that rotational and translational errors in locating the F–E and LR axes were minimized [3]. However, this ISL was not constructed and therefore its ability to measure changes in the axes was not validated. Computational analysis did not include all sources of error that could be present in an actual ISL, such as compliance of the ISL links, calibration error, and play in the revolute joints.

With one exception, ISLs were previously calibrated using devices that either had no documented accuracy or could not quantify accuracy in every degree of freedom. One ISL was calibrated in a fixture that placed the ISL in various positions that corresponded to knee motion [4]; however, the accuracy of the device was not documented. Three other ISLs were calibrated using precision plates containing dowels of various sizes, shapes, and positions [5–7]; in one case, the accuracy of the calibration device was not documented [5], and in the others the fixture did not
and LR axes [3]. The second objective was to calibrate the ISL previously optimized to minimize the errors in measuring the F–E and LR axes.

The third objective was to validate the ISL by quantifying the calibration residuals were presented thus the accuracy of the device was not at least ten times better than the desired accuracy of the instrument to be calibrated [10]. A calibration method that connected both ends of the ISL to form a closed-loop was recently demonstrated [11]; however, only the calibration residuals were presented thus the accuracy of the method is unknown. Thus, accurately calibrating an ISL requires the development of a new method using a device that is sufficiently accurate to serve as a gold standard in every degree of freedom.

Accordingly, the first objective was to build the ISL that was previously optimized to minimize the errors in measuring the F–E and LR axes [3]. The second objective was to calibrate the ISL using a device that is sufficiently accurate to serve as a gold standard. The third objective was to validate the ISL by quantifying the errors in measuring changes in position and orientation of the F–E and LR axes.

2 Materials and Methods

2.1 ISL Description. The ISL (Fig. 1) was designed specifically to locate the two axes of rotation of the tibiofemoral joint and was a standard “elbow-type” linkage. An “elbow-type” linkage consists of three intersecting revolute joint axes called the “wrist,” one revolute joint called the “elbow,” and two intersecting revolute joint axes called the “shoulder” [12]; this type of linkage was chosen because it has the largest reachable volume for a given linkage size and can reach all positions and orientations in that volume [12].

The ISL was described using the Denavit–Hartenberg notation [13], a series of coordinate transformation matrices for each ISL link. The transformation matrix [A], described the transformation from link \( i \) to link \( i+1 \) and was calculated by multiplying, in order, a variable rotation of \( \theta \), a fixed rotation of \( \alpha_i \) about the axis \( \beta_i \), a fixed translation of \( a_i \) along the axis \( d_i \), a variable rotation of \( \theta_i \) about the axis \( \beta_i \), and a fixed rotation of \( \alpha_i \) about the axis \( \beta_i \). To calculate the global transformation matrix \([T_{ISL}]\) describing the transformation from the coordinate system of link 1 to the coordinate system of link 7, the transformation matrices for links 1–6 were consecutively multiplied [14]. Both a slope and an intercept defined each angle \( \theta_i \); thus 30 fixed parameters were required to define \([T_{ISL}]\).

The Denavit–Hartenberg parameters describing the ISL (Table 1) were chosen because they were previously optimized to minimize the orientation and position errors in locating the rotational axes of the tibiofemoral joint while allowing the knee to flex to a wide range of flexion angles (0 to 130 deg) without colliding with the ISL [3]. The “wrist” of the optimal ISL was attached to the femur while the “shoulder” was attached to the tibia, twist angles were 90 deg for links 1–5 and 0 deg for link 6, and the link offsets and link lengths of links 1 and 4–6 were zero. The links connecting the “elbow” with the “wrist” and “shoulder” were 300 mm long.

The links of the ISL were fabricated using a high-accuracy 3D printer (Eden260V, Objet Geometries Inc., Billerica, MA). The printer has an in-plane print resolution of 0.042 mm, an out-of-plane print resolution of 0.016 mm, and a print accuracy of 0.020–0.200 mm. The print material used to create the links was Objet VeroBlack.

The rotational sensors in the ISL were digital absolute encoders (DS-25-16, Netzer Precision Motion Sensors Ltd, D.N. Misgav, Israel). These encoders were chosen for their high accuracy (maximum absolute error of 0.025 deg) and low mass (4 g). In addition, the rotor assembly was separate from the stator assembly; misalignment of the rotor and stator could be corrected mechanically by adjusting the stator separately from the rotor, thus improving the linearity of each encoder.

The analog output of each encoder was converted to a digital signal in hexadecimal string format within the encoder, thus eliminating the effects of signal noise due to transmission distance. The signals were recorded using custom software developed in LABVIEW (LABVIEW 2011, National Instruments Corporation, Austin, TX) that implemented the Netzer Communication Protocol, a serial input/output command protocol provided by the encoder manufacturer for communication via RS-422.

A two-bearing compression assembly [8] was used for each revolute joint. The screws on each revolute joint simultaneously compressed the bearings against the link assembly and provided an attachment for the rotor of a rotational sensor. The compression assembly was used to eliminate play in the revolute joints and decouple the transducers from any revolute joint loads, thus eliminating the effects of loading on the rotational linearity of each transducer.

2.2 Calibration. Two coordinate systems were defined on the ISL using two 10 mm diameter pins with precision flat faces, one each on link 1 and link 7 (Fig. 2). The pin on link 1 was used to define the “base” coordinate system B and the pin on link 7 was

<table>
<thead>
<tr>
<th>Link</th>
<th>( x_i ) (deg)</th>
<th>( a_i ) (mm)</th>
<th>( z_i ) (mm)</th>
<th>( \theta_i ) offset (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>0</td>
<td>300</td>
<td>-150</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>300</td>
<td>0</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>-90</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>-90</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 1: The nominal Denavit–Hartenberg parameters describing the ISL. These parameters were previously optimized to minimize the rotational and translational errors when measuring the rotational axes of the tibiofemoral joint [3].

Fig. 1 An illustration of the ISL attached to a tibiofemoral joint. The six revolute joints are indicated by the black lines and are labeled R1 through R6. Each link is labeled and shaded for clarity.
Likewise, $[TE/7]$ was defined by three translations and three $ZXZ^\perp$ Euler angles. To describe both the relationship between $B$ and the origin of link 7, and the relationship between origin of link 7 and $E$, $[T_{ISL}]$ was premultiplied by $[T_{1/B}]$ describing the transformation from $B$ to link 1 and post-multiplied by $[TE/E]$ describing the transformation from link 7 to $E$. The pre- and post-multiplied transformation matrix defined the transformation from the base coordinate frame $B$ to the end coordinate frame $E$ (Eq. (1))

$$[T_{1/B}] = [TE/E][T_{ISL}][T_{1/B}]$$

Three translations ($x_B$, $y_B$, and $z_B$) and three $Z^\perp X Z$ Euler angles ($\phi_B$, $\beta_B$, and $\gamma_B$) defined $[T_{1/B}]$ (Eq. (2))

$$[T_{1/B}] = \begin{bmatrix} \cos a_B \cos \gamma_B & -\sin \gamma_B & \sin a_B \cos \gamma_B & x_B \\ \sin a_B \cos \gamma_B + \cos \gamma_B \cos \beta_B \sin \gamma_B & \cos \beta_B \sin \gamma_B & -\sin a_B \sin \gamma_B + \cos \gamma_B \cos \beta_B \cos \gamma_B & y_B \\ \sin \beta_B \sin \gamma_B & \cos \beta_B \cos \gamma_B & \sin \beta_B \cos \gamma_B & z_B \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

The ISL was installed on a calibration fixture developed to hold the ISL in various positions (Fig. 3); the calibration fixture consisted of two axes representing the F–E and LR axes was based on an experimental fixture previously used to simulate a knee [15].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Nominal</th>
<th>Optimized</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_B$</td>
<td>mm</td>
<td>54.00</td>
<td>53.81</td>
<td>-0.19</td>
</tr>
<tr>
<td>$y_B$</td>
<td>mm</td>
<td>-69.00</td>
<td>-69.85</td>
<td>-0.85</td>
</tr>
<tr>
<td>$z_B$</td>
<td>mm</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>$\phi_B$</td>
<td>deg</td>
<td>-90.00</td>
<td>-90.59</td>
<td>-0.59</td>
</tr>
<tr>
<td>$\beta_B$</td>
<td>deg</td>
<td>-60.00</td>
<td>-64.56</td>
<td>-4.56</td>
</tr>
<tr>
<td>$\gamma_B$</td>
<td>deg</td>
<td>-90.00</td>
<td>-90.59</td>
<td>-0.59</td>
</tr>
<tr>
<td>$\theta_{slope,1}$</td>
<td>deg/deg</td>
<td>1.00</td>
<td>0.99</td>
<td>-0.01</td>
</tr>
<tr>
<td>$\theta_{slope,2}$</td>
<td>deg/deg</td>
<td>1.00</td>
<td>0.99</td>
<td>-0.01</td>
</tr>
<tr>
<td>$\theta_{slope,3}$</td>
<td>deg/deg</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\theta_{slope,4}$</td>
<td>deg/deg</td>
<td>1.00</td>
<td>1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$\theta_{slope,5}$</td>
<td>deg/deg</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\theta_{slope,6}$</td>
<td>deg/deg</td>
<td>1.00</td>
<td>1.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$\theta_{intercept,1}$</td>
<td>deg</td>
<td>150.00</td>
<td>146.93</td>
<td>-3.07</td>
</tr>
<tr>
<td>$\theta_{intercept,2}$</td>
<td>deg</td>
<td>0.00</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>$\theta_{intercept,3}$</td>
<td>deg</td>
<td>210.00</td>
<td>208.23</td>
<td>-1.77</td>
</tr>
<tr>
<td>$\theta_{intercept,4}$</td>
<td>deg</td>
<td>90.00</td>
<td>89.90</td>
<td>-0.10</td>
</tr>
<tr>
<td>$\theta_{intercept,5}$</td>
<td>deg</td>
<td>270.00</td>
<td>270.46</td>
<td>0.46</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>deg</td>
<td>90.00</td>
<td>90.91</td>
<td>0.91</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>deg</td>
<td>90.00</td>
<td>89.68</td>
<td>-0.32</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>deg</td>
<td>90.00</td>
<td>89.20</td>
<td>-0.80</td>
</tr>
<tr>
<td>$\alpha_4$</td>
<td>deg</td>
<td>90.00</td>
<td>90.87</td>
<td>0.87</td>
</tr>
<tr>
<td>$\alpha_5$</td>
<td>deg</td>
<td>90.00</td>
<td>90.32</td>
<td>0.32</td>
</tr>
<tr>
<td>$a_1$</td>
<td>mm</td>
<td>0.00</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>$a_2$</td>
<td>mm</td>
<td>0.00</td>
<td>-1.89</td>
<td>-1.89</td>
</tr>
<tr>
<td>$a_3$</td>
<td>mm</td>
<td>300.00</td>
<td>300.78</td>
<td>0.78</td>
</tr>
<tr>
<td>$a_4$</td>
<td>mm</td>
<td>0.00</td>
<td>0.34</td>
<td>0.34</td>
</tr>
<tr>
<td>$a_5$</td>
<td>mm</td>
<td>0.00</td>
<td>-0.54</td>
<td>-0.54</td>
</tr>
<tr>
<td>$d_1$</td>
<td>mm</td>
<td>0.00</td>
<td>-0.02</td>
<td>-0.02</td>
</tr>
<tr>
<td>$d_2$</td>
<td>mm</td>
<td>300.00</td>
<td>299.91</td>
<td>-0.09</td>
</tr>
<tr>
<td>$d_3$</td>
<td>mm</td>
<td>0.00</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>$d_4$</td>
<td>mm</td>
<td>0.00</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>$d_5$</td>
<td>mm</td>
<td>0.00</td>
<td>-1.41</td>
<td>-1.41</td>
</tr>
<tr>
<td>$x_E$</td>
<td>mm</td>
<td>0.00</td>
<td>2.79</td>
<td>2.79</td>
</tr>
<tr>
<td>$y_E$</td>
<td>mm</td>
<td>-54.00</td>
<td>-53.73</td>
<td>0.27</td>
</tr>
<tr>
<td>$z_E$</td>
<td>mm</td>
<td>94.00</td>
<td>94.82</td>
<td>0.82</td>
</tr>
<tr>
<td>$\phi_E$</td>
<td>deg</td>
<td>90.00</td>
<td>91.91</td>
<td>1.91</td>
</tr>
<tr>
<td>$\beta_E$</td>
<td>deg</td>
<td>90.00</td>
<td>90.37</td>
<td>0.37</td>
</tr>
<tr>
<td>$\gamma_E$</td>
<td>deg</td>
<td>0.00</td>
<td>-1.34</td>
<td>-1.34</td>
</tr>
</tbody>
</table>

Fig. 2 A rendering of link 1 of the ISL showing the “base” coordinate system B and the coordinate system of link 1. The origin of B was the intersection of the axis of the pin and the end of the pin. The coordinate system was oriented such that the $a_B$ axis was perpendicular to the face of the pin and the $i_B$ axis was parallel to the side of the link and oriented toward the revolute joint. The coordinate system E was defined identically on link 7 (not shown).
Link 1 of the ISL was attached to the shaft representing the LR axis, while link 7 of the ISL was attached to the shaft representing the F–E axis. While previous ISLs have been calibrated using a calibration fixture as the gold standard, this calibration fixture was used only to hold the ISL. The ISL was placed in 65 different calibration configurations, representing a range of flexion and I–E orientations, respectively, at 0 deg flexion. Projection angles were used to compute the residual errors in orientation between $[TCMM]$ and $[TE/B]$ and were defined by the direction cosines from the 3X3 orientation partition $[RCMM/E]$ [14]. The projection angles in the x-, y-, and z-directions were defined as $(PA_{x})_{k}$, $(PA_{y})_{k}$, and $(PA_{z})_{k}$, respectively (Eqs. (5)–(7)).

$$i\ k\ \frac{\text{atan}(\left(\frac{\text{RCMM/E}(3, 2)_{k}}{\text{RCMM/E}(2, 2)_{k}}\right))}{\text{atan}(\left(\frac{\text{RCMM/E}(1, 3)_{k}}{\text{RCMM/E}(3, 3)_{k}}\right))}$$

$$i\ k\ \frac{\text{atan}(\left(\frac{\text{RCMM/E}(2, 1)_{k}}{\text{RCMM/E}(1, 1)_{k}}\right))}{\text{atan}(\left(\frac{\text{RCMM/E}(3, 2)_{k}}{\text{RCMM/E}(2, 2)_{k}}\right))}$$

These three projection angles defined the differences in varus–valgus (V–V), F–E, and internal–external (I–E) orientations, respectively, at 0 deg flexion. The residual errors in position and orientation were then combined into a weighted cost function $J$ (Eq. (8)), equal to the square of the sum of squared differences in position and orientation at each configuration $k$; the position and orientation components were weighted by $w_{t}$ defined between 0 and 1

$$J = \frac{\sum}{k=1}^{n} \left(\left|w_{t}\left\{(P_{x})^{2}_{k} + (P_{y})^{2}_{k} + (P_{z})^{2}_{k}\right\} + (1 - w_{t})\left\{(PA_{x})^{2}_{k} + (PA_{y})^{2}_{k} + (PA_{z})^{2}_{k}\right\}\right|\right)^{2}$$

The 38 fixed parameters were calibrated using a nonlinear least-squares curve-fitting algorithm (lsqnonlin) in MATLAB 7.6.0 (The MathWorks, Natik, MA), which is based on an interior-reflective Newton method [16, 17]. The algorithm was considered converged after either 100,000 iterations, a change in the cost function of less than 1 E-7, or a change of less than 1 E-7 in all 38 parameters. Of the 65 available calibration configurations, 45 were randomly chosen to calibrate the ISL. The 38 fixed parameters were calibrated 21 times; each time, the same set of 45 calibration
configurations was used but the weighting was adjusted from 0 to 1 in increments of 0.05.

The error of the ISL was quantified for each of the 21 sets of calibrated parameters and the best set was chosen; the error quantities were defined by the bias, precision, and RMSE of each of the six measures of relative position and orientation used to calibrate the ISL \((P_x, P_y, P_z, PA_x, PA_y, \text{and } PA_z)\). The 20 remaining calibration configurations were used to determine the error of the ISL rather than the 45 used during calibration. The best set of the 38 fixed parameters was the set that minimized the RMSE of each of the measures of relative position and orientation. To better understand the errors in measuring relative position and orientation, each of the six RMSEs were normalized to full-scale range (FSR) across all 65 measured configurations. In addition, to quantify the errors in establishing each coordinate system \(B\) and \(E\) measured by the CMM, the RMSEs in fitting (1) the four measured points at the end of each pin to a plane, (2) the four measured points around each pin to a circle, and (3) the three points on the side of each link to a line were determined using all 65 calibration positions; all six errors were less than or equal to 0.02 mm.

2.3 Validation. A validation fixture was developed to adjust the attachment of the ISL to the F–E axis of the fixture and thus quantify the error in measuring a change in the F–E axis (Fig. 5); attachment was modified in the A–P and P–D directions and in the V–V and I–E orientations. The reference surfaces to which the ISL interfaced with the validation fixture were parallel to the F–E axis to ensure that all adjustment directions for the two translations were known. Adjustments to the P–D and A–P positions of the validation fixture \((\Delta PD \text{ and } \Delta AP\text{, respectively})\) were 2.87, 5.08, and 9.74 mm for both positions. Adjustments to the I–E and V–V orientations of the validation fixture, \(\Delta IE\) and \(\Delta IV\), respectively, were −3.0, 0.0, and +3.0 deg for both orientations. Thus, 81 possible configurations of the validation fixture were available. The reference configuration was 0.0 deg for \(\Delta IE\), 0.0 deg for \(\Delta IV\), and 2.87 mm for both \(\Delta PD\) and \(\Delta AP\).

The ISL was used to locate the axes of the reference configuration of the validation fixture (Fig. 5); the axes were located using an axis-finding algorithm that simultaneously locates the F–E and LR axes [18]. A “sequential discrete” applied motion pattern [3] was used with an I–E rotation range of ±15 deg and a total flexion range of 110 deg; both I–E rotation and flexion were applied in 5 deg increments.

Because the “base” and “end” coordinate systems \(B\) and \(E\) were not aligned with the anatomic directions of a tibiofemoral joint, two additional coordinate systems were created to represent the femoral and tibial anatomic coordinate systems. These two additional coordinate systems, the femoral anatomic coordinate system \(F_a\) and the tibial coordinate system \(T_a\), were created using the F–E and LR axes of the validation fixture in its reference configuration at 0 deg flexion. To define the relationship between these two additional coordinate systems, \([T_{F/B} / C138]\) was premultiplied by \([T_{F/E} / C138]\), the transformation between \(E\) and \(F_a\), and post-multiplied by \([T_{B/T} / C138]\), the transformation matrix between \(T_a\) and \(B\) (Eq. (9))

\[
[T_{F/B}] = [T_{F/E}] [T_{E/B}] [T_{B/T}]
\]

(9)

Two orientations and two positions were used to describe the measured locations of the F–E and LR axes. The F–E axis was described by two positions (A–P and P–D) and two orientations...
Table 3  ISL errors (i.e. the bias, precision, and RMSE of each measure of relative position and orientation) for the optimal set of fixed parameters computed using the 20 configurations not used to calibrate the ISL. The RMSEs were compared with the full-scale range of each variable across all calibration positions.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>$P_x$ (mm)</th>
<th>$P_y$ (mm)</th>
<th>$P_z$ (mm)</th>
<th>$PA_\text{x}$ (deg)</th>
<th>$PA_\text{y}$ (deg)</th>
<th>$PA_\text{z}$ (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>-0.08</td>
<td>-0.06</td>
<td>-0.03</td>
<td>-0.07</td>
<td>0.05</td>
<td>-0.05</td>
</tr>
<tr>
<td>Precision</td>
<td>0.22</td>
<td>0.32</td>
<td>0.14</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.24</td>
<td>0.33</td>
<td>0.15</td>
<td>0.11</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>FSR</td>
<td>419.0</td>
<td>113.9</td>
<td>231.4</td>
<td>39.8</td>
<td>119.9</td>
<td>39.7</td>
</tr>
<tr>
<td>RMSE (% of FSR)</td>
<td>0.06%</td>
<td>0.29%</td>
<td>0.06%</td>
<td>0.28%</td>
<td>0.08%</td>
<td>0.22%</td>
</tr>
</tbody>
</table>

Likewise, the actual $A$–$P$ change in the measured $F$–$E$ axis (Eq. (11)) was defined as

$$AP_{\text{actual}} = D - (D + \Delta AP) \sec \Delta IE - (L + \Delta LD) \tan \Delta IE \tan \Delta VV$$

Changes in the position of the ISL relative to the $F$–$E$ axis would not change either measured orientation of the $F$–$E$ axis; thus the actual $V$–$V$ and $I$–$E$ changes in the measured $F$–$E$ axis were equal to the $V$–$V$ and $I$–$E$ changes in the ISL relative to the $F$–$E$ axis. The actual changes in the $L$–$R$ axis were zero for all adjustments.

The errors in measuring changes in the axes were computed as the differences between the actual and measured changes in the positions and orientations of the $F$–$E$ and $L$–$R$ axes. These errors were determined for 20 of the available 80 configurations of the validation fixture (81 minus the reference configuration); of these 20 configurations, eight were chosen such that the expected change of only one variable was nonzero and the other 12 were randomly chosen from the remaining 72 configurations. The bias, precision, and RMSE in measuring changes to the axes were calculated for each of the four flexion arcs.

3 Results

The optimal set of fixed parameters determined during calibration (Table 2) resulted from a weighting of 0.35. The largest RMSE in measuring relative position (Table 3) was for $P_y$ (0.33 mm, 0.29% of FSR), which corresponded to the $M$–$L$ direction, and the smallest was for $P_x$ (0.15 mm, 0.06% of FSR), which corresponded to the $P$–$D$ direction. The largest RMSE in measuring relative orientation was for $PA_x$ (0.11 deg, 0.28% of FSR), which corresponded to $V$–$V$ orientation and the smallest was for $PA_x$ (0.09 deg, 0.22% of FSR), which corresponded to $I$–$E$ orientation.

Regarding the validation, the differences between the actual and measured changes in the $F$–$E$ and $L$–$R$ axes showed little variation across each of the four starting flexion angles; thus, for each position and orientation variable, the bias, precision, and RMSE were reported only for the starting flexion angle in which the maximum RMSE of each variable occurred (Fig. 7). The RMSEs in measuring changes to the position of the $F$–$E$ axis were lower than the RMSEs in measuring changes to the position of the $L$–$R$ axis; both position RMSEs for the $F$–$E$ axis and the $A$–$P$ RMSE for the $L$–$R$ axis were below 1.00 mm, whereas the $M$–$L$ RMSE for the $L$–$R$ axis was 1.18 mm. The RMSEs in measuring changes to the orientation of the $L$–$R$ axis were lower than the RMSEs in measuring changes to the orientation of the $F$–$E$ axis; both orientation RMSEs for the $F$–$E$ axis were below 0.5 deg and both orientation RMSEs for the $L$–$R$ axis were below 0.25 deg.

4 Discussion

Although we previously determined the best design of an ISL to minimize error when locating the $F$–$E$ and $L$–$R$ axes [3], the ISL was not constructed and thus was neither calibrated nor validated. Previous calibration methods are insufficiently accurate and require the manufacture of calibration devices. Furthermore, no
method has been previously established to evaluate the errors in measuring changes in the F–E and LR axes. Thus the objectives were to (1) construct the ISL that was previously optimized to minimize the errors in measuring the F–E and LR axes [3], (2) calibrate the ISL using a gold standard that was sufficiently accurate, and (3) validate the ISL by quantifying the errors in measuring changes in position and orientation of the F–E and LR axes. The ISL was constructed per the previously described optimized design. The ISL was directly calibrated using a CMM, achieving maximum RMSEs in measuring relative position and orientation of 0.29% FSR and 0.28% FSR, respectively. Validation was performed via a fixture that was developed to apply incremental changes in the F–E axis and was used to quantify the errors in measuring changes in position and orientation of the F–E and LR axes; all orientation RMSEs were below 0.50 deg and only one position RMSE was above 1.00 mm.

There are several advantages and disadvantages in using a CMM to directly calibrate an ISL. One advantage is that the accuracy of the calibration device is known and therefore does not need to be quantified separately from the accuracy of the ISL. Because a gold standard should be an order of magnitude better than the device being calibrated [10], the accuracy of the calibration device must be quantified to be certain of the accuracy of the ISL. Only one previous study reported the accuracy of their calibration device [9]: the absence of documented accuracy for calibration devices could indicate either that a sufficiently accurate gold standard is difficult to manufacture as previously suggested [9], or that quantifying the accuracy of a calibration device is thought to be unimportant. Another advantage is that the calibration method requires only a CMM and a fixture to hold the ISL; previous methods required the manufacture of complicated devices that required additional calibration [4,9,19], thus adding additional sources of error. One disadvantage is that the CMM must be large enough to measure the ISL in all necessary configurations, potentially either limiting the size of the ISL or requiring an unreasonably large CMM. In addition, the ISL must be constructed with measurable features sufficient to define coordinate systems on links 1 and 7. Finally, the calibration method can be time-intensive; approximately 10 min were required to measure all 22 points at each configuration.

The errors after calibration for this ISL were generally better than ISLS calibrated with other methods and were small considering the size of the ISL. Using the square root of the normalized sum of the squared residuals [4,6] to describe the mean position and orientation errors, this ISL had mean position and orientation errors of 0.25 mm and 0.12 deg, respectively. Compared with previous ISLS (Table 4), this ISL improved on the mean orientation error by between 63 and 75%. The ISL in this study had link lengths that were three times larger than the ISL that had a lower mean position error but higher mean orientation error [6]; thus the design guideline that larger link lengths scale the position errors but not the orientation errors of an ISL [20] is supported by this study. In addition, because this ISL was larger than previous ISLS and thus had larger full-scale ranges, the position and orientation errors as a percentage of FSR were quite low; no RMSE was higher than 0.29% FSR.

To better evaluate the success of the calibration method, it would be useful to compare the errors in measuring relative position and orientation for this ISL with the errors of a similar device calibrated using a CMM. There is no direct comparison available because no other ISLS have been calibrated with a CMM; however, a 3DOF calibration device with link lengths of 239 and 102 mm was previously calibrated using a CMM [9]. The RMSE of the magnitude of the position errors for the calibration device was 0.66 mm or 0.66% FSR, whereas the RMSE of the magnitude of the position errors of this ISL was 0.43 mm or 0.09% FSR. Thus, the position RMSE was better despite the much larger size of this ISL compared to the calibration device and despite having six revolute joints rather than three. The orientation errors were not comparable because the orientation errors of the calibration device were described using direction angles, while the orientation errors of this ISL were described using projection angles.

Because this ISL will be used to measure changes in the F–E and LR axes after TKA, the errors in measuring these changes must be small so that a clinically important change in either axis can be detected. Because surgical errors less than 1 mm and 1 deg are not reliably attained in the operating room during TKA [21–23], changes in position and orientation of either axis greater than 1 mm and 1 deg, respectively, can be considered clinically important. The highest RMSE in measuring a change to either the F–E or LR axes was in measuring a change to the LR axis in the M–L direction (1.18 mm); all remaining RMSEs in measuring changes to the axes were smaller than 1 mm and 1 deg, respectively (Fig. 6). Therefore, this ISL can be considered sufficiently accurate to measure a clinically important change in position or orientation of either axis.

The RMSEs in measuring changes to the axes (Fig. 6) were higher than the RMSEs in measuring the positions and orientations of the axes that were indicated by the computational analysis [3]. One possible explanation is that the computational analysis only simulated encoder error whereas the actual ISL had more potential sources of error, including error in the Denavit–Hartenberg parameters and deflection of the ISL links. In addition, the validation fixture required disassembly and reassembly between each of the 20 validation combinations. Although the validation fixture had precision reference surfaces to facilitate repeatable assembly, the actual changes to the axes were determined geometrically and were not measured after each change; unknown differences between the actual and true changes to the validation fixture could partly explain the higher RMSEs.

It should be noted that the ISL was not validated to measure the positions and orientations of the F–E and LR axes because only the changes in these axes from the intact knee following TKA will be measured by this ISL. A separate validation would be required to determine the accuracy in measuring the positions and orientations of either axis.

An important assumption of the axis-finding technique used during validation was that the F–E and LR axes are fixed throughout flexion and I–E rotation [18]. Thus, the results of the validation only apply to measuring changes in F–E and LR axes that are...
fixed throughout flexion and I–E rotation. This is a valid assumption for the validation fixture because it was constructed using precision bearings. Although previous studies indicate that the two tibiofemoral axes are fixed [1,24,25], reconstructed knees were not investigated; thus it is unknown whether the assumption of fixed axes is valid following reconstruction. However, validation was performed over a partitioned range of flexion (60 deg); thus the assumption of fixed axes must only be valid for a 60 deg flexion arc to measure a change in the axes with the same accuracy as the validation fixture.

The construction of this ISL was improved over previous ISLs in several areas. Steps were taken to reduce the weight of the ISL because a relatively large ISL was required to locate the rotational axes of the tibiofemoral joint across a wide range of flexion [3]. The ISL was fabricated using a light-weight plastic rather than metal to reduce the weight of the ISL. The sensors in this ISL had a mass of only 4 g each; in a previous ISL, sensors that were comparably accurate had a mass of 250 g [18]. Also, the sensors in this ISL were separate from the revolute joints whereas many previous ISLs used the rotational sensors as the revolute joints [18,20,26–28]. Rotational sensors are generally not designed to be load-bearing and free of play; thus if the sensors are used as the revolute joints, then the weight of the ISL links and rotational sensors in conjunction with any play could inflate the apparent nonlinearity of the sensors, particularly in a large ISL.

One limitation in this study was that the LR axis was not validated to the same extent as the F–E axis because the available space between the ISL and the bearings defining the LR axis was not adequate to adjust the alignment of the ISL relative to the LR axis in multiple degrees of freedom. However, because the F–E axis is the dominant axis of the tibiofemoral joint [1] and therefore has a greater effect on tibiofemoral kinematics than the LR axis, this should not be considered a serious limitation.

In summary, there are several important contributions of this work. The ISL in this study was the first to be calibrated directly via a CMM; using this method, the calibration residuals of the ISL were better than those of other published ISLs despite the larger size. No previous studies have quantified the errors when either measuring a change in or locating the F–E and LR axes; the method described herein quantified the error of the ISL in measuring a change in these axes using a simple geometric prediction of the actual changes in the axes. This study indicates that this ISL is sufficiently accurate to detect clinically important changes in the positions and orientations of the F–E and LR axes of the tibiofemoral joint.

Acknowledgment
We acknowledge the support of the National Science Foundation, Award No. CBET-1067527.

References